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ABSTRACT

Dealing with sparse rewards is one of the most important challenges in reinforce-
ment learning (RL), especially when a goal is dynamic (e.g., to grasp a moving
object). Hindsight experience replay (HER) has been shown an effective solution
to handling sparse rewards with fixed goals. However, it does not account for dy-
namic goals in its vanilla form and, as a result, even degrades the performance of
existing off-policy RL algorithms when the goal is changing over time.
In this paper, we present Dynamic Hindsight Experience Replay (DHER), a novel
approach for tasks with dynamic goals in the presence of sparse rewards. DHER
automatically assembles successful experiences from two relevant failures and can
be used to enhance an arbitrary off-policy RL algorithm when the tasks’ goals are
dynamic. We evaluate DHER on tasks of robotic manipulation and moving ob-
ject tracking, and transfer the polices from simulation to physical robots. Exten-
sive comparison and ablation studies demonstrate the superiority of our approach,
showing that DHER is a crucial ingredient to enable RL to solve tasks with dy-
namic goals in manipulation and grid world domains.

1 INTRODUCTION

Deep reinforcement learning has been shown an effective framework for solving a rich repertoire
of complex control problems. In simulated domains, agents have been trained to perform a diverse
array of challenging tasks (Mnih et al., 2015; Lillicrap et al., 2015; Duan et al., 2016). In order to
train such agents, it is often the case that one has to design a reward function that not only reflects
the task at hand but also is carefully shaped (Ng et al., 1999) to guide the policy optimization.
Unfortunately, many of the capabilities demonstrated by reward engineering are often limited to
specific tasks. Moreover, it requires both RL expertise and domain-specific knowledge to reshape
the reward functions. For situations where we do not know what admissible behavior may look
like, for example, using LEGO bricks to build a desired architecture, it is difficult to apply reward
engineering. Therefore, it is essential to develop algorithms which can learn from unshaped and
usually sparse reward signals.

Learning with sparse rewards is challenging, especially when a goal is dynamic. Dynamic goals are
common in games and planning problems, often addressed using reward shaping or search (Kael-
bling, 1993; Mnih et al., 2015; Di Rocco et al., 2013). However, the difficulty posed by a sparse
reward is exacerbated by the complicated environment dynamics in robotics (Andrychowicz et al.,
2017). For instance, system dynamics around contacts are difficult to model and induce sensitivity in
the system to small errors. Many robotic tasks also need executing multiple steps successfully over
a long horizon, involve enormous search space, and require generalization to varying task instances.
Policy gradient methods are breakthroughs in the challenging environments, such as PPO (Heess
et al., 2017; Schulman et al., 2017), ACER (Wang et al., 2016), TRPO (Schulman et al., 2015) and
so on. They are used in environments, where an agent tries to reach a target, learns to walk, runs, and
so on. Recently, sampling-efficient learning is introduced and demonstrates a significant increase in
performance for off-policy actor-critic DQN (Mnih et al., 2015) and DDPG (Lillicrap et al., 2015)
algorithms. Hindsight experience replay (HER) is very effective for improving the performance
of off-policy RL algorithms in solving goal-based tasks with sparse rewards (Andrychowicz et al.,
2017). Similar to UVFA (Schaul et al., 2015a), it takes a goal state as part of input. However, it
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Figure 1: The framework of DHER. DHER is a kind of experience replay method. It searches
relevant failed experiences and then assembles them into successful experiences.

assumes the goal is �xed. As a result, this assumption actually impedes the learning of RL agents in
the environments of moving goals.

In this paper, we address this challenge with a new method, Dynamic Hindsight Experience Re-
play (DHER), for accomplishing tasks with moving goals. We follow the multi-goal setting in
UVFA (Schaul et al., 2015a) and HER (Andrychowicz et al., 2017). It assumes that the goal being
pursued does not in�uence the environment dynamics. We also need to have the knowledge of goal
similarity. For example, in manipulation or grid world domains, we can use Euclidean distance
between positions to measure the goal similarity. HER turns a failed episode to a success by com-
posing a new task whose goal is achieved by that episode. Our idea allows an agent to learn from
the failure one step further than HER: the agent not only sets a new goal but also hallucinates how to
reach the original goal from the new one. Take playing frisbee for instance. When an agent jumps to
catch the frisbee and yet misses it, the agent receives no positive feedback under the sparse reward
setting. Using HER, the agent could set the end of its episode as the new goal — position of the
frisbee; with DHER, however, the agent �nds a trajectory from its past experiences as the imagined
path of the frisbee, and thereby extrapolates towards the original goal.

In particular, we do the following for DHER. To �nish the tasks with dynamic goals needs to explore
experience and understand multiple goals. DHER uses replay buffers to allow the agent to learn from
a couple of failures by assembling new `experience' from different episodes. The proposed method
retrieves memories to �nd the connection between the experience of different episodes. It largely
improves the sample ef�ciency in dynamic goal task settings. More importantly, this strategy makes
it possible to learn in the setting that both sparse rewards and dynamic goals exist.

We evaluate our method along with the state-of-the-art baselines on new environments and manipu-
lation tasks, which have sparse rewards and dynamic goals. Our results demonstrate that DHER is
clearly better than others for these tasks. We also transfer policies trained in our simulation based
on DHER to a physical robot and show that DHER can be applied to solving real-world robotics
problems.

We summarize our main contributions as follows: (1) We demonstrate that, both in simulation and
real worlds, DHER succeeds in continuous control with a moving target. To our knowledge, this is
the �rst empirical result on manipulation tasks that demonstrates model-free learning methods can
tackle tasks of this complexity. (2) We show that with assembling new experience from two failures,
the sample complexity can be reduced dramatically. We attribute this to global knowledge learning
in a set of failed experience which breaks the constraint of local one-episode experience towards
more robust strategies. (3) We design and implement a set of new environments and continuous
tasks with dynamic goals, which would be of interest to researchers at the intersection of robotics
and reinforcement learning.1

1Our code and environments are available athttps://github.com/mengf1/DHER .
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